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AN EHRHART THEORETIC APPROACH TO
GENERALIZED GOLOMB RULERS

TRISTRAM BOGART AND DANIEL FELIPE CUELLAR

ABSTRACT. A Golomb ruler is a sequence of integers whose pairwise
differences, or equivalently pairwise sums, are all distinct. This defini-
tion has been generalized in various ways to allow for sums of h integers,
or to allow up to g repetitions of a given sum or difference. Beck, Bog-
art, and Pham applied the theory of inside-out polytopes of Beck and
Zaslavsky to prove structural results about the counting functions of
Golomb rulers. We extend their approach to the various types of gener-
alized Golomb rulers.

1. INTRODUCTION

A Golomb ruler of length t with m + 1 markings is a sequence of integers
0=ux0 <1 < < Tpym_1 < Ty = t such that the differences x; — x; are
all distinct. Golomb rulers were originally considered by Sidon [11] and are
also known as Sidon sets or By-sets.

The main question that has been studied about such sets is their maxi-
mum density; that is, for a given ¢, what is the maximum possible m such
that there exists a Golomb ruler of length ¢t with m + 1 markings? It has
long been known that as t tends to oo, this maximum is asymptotic to v/%.
The lower bound is due to Singer [12] and the asymptotically matching up-
per bound to Erdés and Turan [7]. For a range of more recent and related
results, we refer the reader to O’Bryant’s survey [10].

A different problem is to count Golomb rulers given the parameters m
and t. We denote by by, (t) the number of Golomb rulers of length ¢ with
m + 1 markings. For m fixed and ¢ tending to infinity, almost every possible
sequence is a Golomb ruler, so

lim M =1.
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In order to obtain more algebraically precise results, Beck, Bogart, and
Pham [1] introduced the following framework. Since zp = 0, the sequence

x = (zg,1,...,%m) is equivalently specified by the sequence of successive
differences z = (z1,...,2m), where z; = x; — x;—1. The condition that
g < 1 < -+ < T, becomes the condition that the z;’s are all positive,

and the z;’s, like the x;’s, must all be integers. That is, each Golomb ruler
corresponds to a lattice point in the tth dilation of the standard (m — 1)-
simplex in R™. Finally, the condition that differences are unique can be
written as a collection of linear inequations in the z;’s.

In more general terms, we have just observed that Golomb rulers are in
bijection with the lattice points in the interior of a certain polytope that
do not lie on any of the hyperplanes in a certain arrangement. Beck and
Zaslavsky [3] studied such sets of lattice points in general under the name of
inside-out polytopes. They extended Ehrhart’s theorem (both quasipolyno-
miality and reciprocity) to this context. Their theory could thus be brought
to bear on the counting function b,,(t) (see Theorem 2.2 below.) It also
yielded a bijection between the combinatorial types of Golomb rulers and
the regions of the hyperplane arrangement that intersect the interior of the
polytope.

Golomb rulers have been generalized in several ways.

Definition 1.1. We define a ruler to be any sequence of integers 0 = xg <
Ty < < Tl < Ty, = L.
(1) The ruler is a Ba[g]-set if each positive integer admits at most g
representations as a sum of two markings.
(2) The ruler is a g-Golomb ruler or Bj [g]-set if each positive integer
admits at most g representations as a difference of two markings.
(3) For h > 2, the set is a Bp-set if each positive integer admits at most
one representation as a sum of h markings.
(4) Combining the first and third definitions, the ruler is a By[g]-set if
each positive integer admits at most g representations as a sum of h
markings.

Remark: A Golomb ruler (i.e., B; [1] set) is the same as a Bs-set, but for
g > 2, a By[g]-set is not the same as a B, [g]-set.

The asymptotic density question is still open in these cases. To our knowl-
edge, the best general upper and lower bounds for the density of By [g] sets
appear in a recent paper of Johnston, Tait, and Timmons [9]. They also
note that in many cases, their upper bound matches one of Green (8], and
their lower bound matches one of Caicedo, Gémez, Gémez, and Trujillo [4].
For Bj-sets, Dellamonica, Kohayakwawa, Lee, Rodl, and Samotij [6] give
good asymptotic results for the total number of By, sets of length at most ¢.

Returning to the question of enumeration, given m and ¢, we denote by
b [g](t), by,[g](t), and by, ,(t) the number of rulers of length ¢ with m + 1
markings that are respectively Ba[g]-sets. B, [g]-sets, and Bj-sets. (We will
not consider Bp[g]-sets from now on, but it should be possible to extend
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our results on Bs[g]-sets to this case.) In comparison with [6], our approach
deals with the simpler situation in which the number of markings m + 1 is
fixed, but it yields results that are more precise in an algebraic sense.

In Section 2 we state our main theorems about the counting functions
of generalized Golomb rulers after laying out the necessary definitions. In
Section 3, we extend the approach of Beck, Bogart, and Pham in order to
prove these theorems. In all cases, the underlying polytope is still a di-
lated standard simplex. For Bj-sets, we explicitly describe the hyperplane
arrangement that must be removed. For the other types of generalized
Golomb rulers, the conditions yield that not a hyperplane arrangement but
a subspace arrangement must be removed, and we explicitly describe these
arrangements. Some of the results of Beck and Zaslavsky extend to the
situation of subspace arrangements, so in particular we obtain quasipolyno-
miality results in all cases.

In addition, Beck, Bogart, and Pham gave a combinatorial interpretation
of the regions of the inside-out polytope in terms of orientations of a certain
mixed graph that satisfy a certain coherence property. Unfortunately, in
the course of this project we realized that this result is not correct. There
is indeed an explicit injection from regions to orientations but this function
is mot surjective in general. We review the proof of injectivity and give an
explicit counterexample to surjectivity in Section 4. Finally, in Section 5 we
extend the construction and the injective map to the case of Bp-sets, using
a more elaborate mixed graph.

2. BACKGROUND AND STATEMENTS OF THEOREMS

Let x = (xo, ..., Zm) denote a ruler with m+1 markings and again identify
the ruler with the sequence of successive differences z = (z1,...,2y,) of x.
As we have seen, these differences form a sequence of positive integers that
sum to ¢, which can be identified with an integer point in the interior of the
t-th dilation of the standard (m — 1)-simplex. That is,

{rulers with m + 1 markings and of length ¢t} < tA) | NZ™,

where A1 ={z: z1,...,2;, > 0,3 1", z = 1}.
Now by definition, a Golomb ruler is a ruler for which the differences
x; — x; between two markings are all distinct. In terms of the consecutive

differences, we have x; — x; = 7 _, | zx. Thus a ruler is a Golomb ruler if
for every pair of consecutive subsets U, V' of [m] we have

YIRS

icU eV
Definition 2.1. In the following, we specify rulers by their consecutive dif-
ferences.

(1) Two Golomb rulers z = (z1,...,2m) and W = (wi,...,wy) are
combinatorially equivalent if for all consecutive sets U,V C [m], we
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have
(2.1) Zzi<z,zi < Zwi<2wi.
€U i€V €U eV
(2) Applying the same notion of equivalence to Golomb rulers with real
entries, the multiplicity of an (integral) ruler z is defined as the

number of combinatorial types of real Golomb rulers in a sufficiently
small neighborhood of z.

Note that if z is itself a Golomb ruler, then its multiplicity is one.

Theorem 2.2 ([1, Theorem 1]). The Golomb counting function by (t), is
a quasipolynomial of degree in t of degree m — 1, with leading coefficient
m. The evaluation (—1)™'b,,(—t) equals the number of rulers with
length t and m + 1 markings, counted with multiplicity, and the evaluation
(—=1)™=1b,,(0) equals the number of combinatorial types of Golomb rulers

with m + 1 markings.
We extend parts of this result to generalized Golomb rulers as follows.

Theorem 2.3. For any m > 1, and (where appropriate) h > 2, g > 2,
the functions by [g](t), by, [g](t) and by, p(t) are all quasipolynomials in t of

degree m — 1 with leading coefficient [CEsE

Our remaining results apply only to Bjp-sets. The reason for this is that
(as we will see in Section 3), Bj-sets are defined by avoidance of certain
hyperplanes, while the other types of generalized Golomb rulers are defined
by avoidance of certain subspaces.

By definition, a By, set with m + 1 markings is a ruler x such that for each
pair of distinct sequences 0 <r; <---<rp,<mand0<s51<---<s,<m
we have

(22) [L'Tl—i'-.--_i_l-rh%xsl_i_..._i_xsh.
Definition 2.4.

(1) Two such rulers are combinatorially equivalent if for every such
pair 0 <ry < - <rp<mand 0 < s1 < -+ < s < m, either the
inequality T, + -+, < xsy + -+ x5, holds for both rulers or
the opposite inequality T, +- -+, > xs +---+ x4, holds for both
rulers.

(2) We can apply the same notion of equivalence for real Golomb rulers
0=y <y1 <+ < Yno1 < Ym = t. Then the Bp-multiplicity of
an integral ruler 0 = x¢g < x1, -+ < Ty—1 < Ty, = t s the number
of combinatorial types of real Golomb ruler in an e-neighborhood of
x for sufficiently small €.

Theorem 2.5. Let h > 2 and m > 1.

(1) For each t > 0, the evaluation (—1)""1b,, n(—t) equals the total
number of rulers with length t and m + 1 markings, counted with
By, -multiplicities.
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(2) The evaluation (—1)™ by, 1 (0) is the number of combinatorial types
of By,-sets.

3. INSIDE-OUT POLYTOPES AND PROOFS OF THEOREMS 2.3 AND 2.5

Our results are proved via the theory of inside-out polytopes, developed
by Beck and Zaslavsky [3]. Their main ideas, which we now review, extend
Ehrhart theory to the situation of a polytope with a hyperplane arrangement
or a subspace arrangement removed.

An inside-out polytope in R? is a pair (P,H) where P is a rational poly-
tope and H is a rational hyperplane arrangement. A region of (P,H) is
a connected component of P\ (Jycy H and a closed region (respectively
open region) is simply the relative closure (respectively relative interior) of
a region. For x € R?, the multiplicity mpy of x with respect to (P,H) is
defined to be the number of closed regions that contain x. In particular, if
x does not belong to P then mpy(x) = 0 and if x is contained in an open
region of (P, ) then mpy/(x) = 1.

By analogy with standard Ehrhart theory (see for example [2]), the closed
Ehrhart function and the open Ehrhart function of the inside-out polytope
(P, H) are respectively defined to be

Epy(t) == Z mpa (), and
xct—174d
Epy(t) = #7290 [P\ Upen H])
Theorem 3.1 ([3, Theorem 4.1]). If (P,H) is an inside-out polytope in
R? such that H does not contain the degenerate hyperplane R?, then both
Epy(t) and Ep. 4(t) are quasipolynomials in t of degree d, with leading
coefficients equal to the volume of P and periods dividing the least common
multiple of the denominators in the coordinates of the vertices of the closed

regions of (P,’H). The value Ep3/(0) is equal to the number of closed regions
of (P,H). Furthermore, the Ehrhart reciprocity formula

Epo3(t) = (-1)"Epy(—t)
continues to hold in this case.

Note that the Ehrhart reciprocity law involves not the open Ehrhart func-
tion E}, itself, but the function E}p. 5, for which we remove not only the
hyperplanes of H, but also the boundary of P. If the facet-defining hyper-
planes of P belong to H, then these two functions coincide.

More generally, if A is a rational affine subspace arrangement in R? and
P is a rational d-polytope, then the closed Ehrhart function Ep 4 and open
Ehrhart function Ej’gy 4 can be defined just as above. However, A no longer
divides P into regions and so multiplicity must be defined differently. The
multiplicity of x € P is defined to be

mpa(@)= Y p(0,u)(=1)
ueL(A):xcu
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where L£(A) is the intersection semilattice of flats of A. If x ¢ P then
we simply define its multiplicity to be zero. If A is in fact a hyperplane
arrangement then this algebraic definition of multiplicity coincides with the
geometric one given above [3, Lemma 3.4].

Theorem 3.2 ([3, Theorem 8.2]). Let P be a rational polytope of dimension
in RY and A a rational subspace arrangement. Then, Ep A(t) and Epo 4(1)
are quasipolynomials in t of degree dim(P), with leading coefficients equal to
the volume of P, periods dividing the least common multiple of the denomi-
nators in the coordinates of the vertices of (P,H) (which are the vertices of
P and its regions), and the flats of dimension 0 in L(A). Furthermore, we
have the reciprocity law

Epo 4(t) = (=1)'Ep.a(-1).

Theorems 2.3 and 2.5 will thus follow by interpreting the various types
of generalized Golomb rulers as lattice points in inside-out polytopes. From
their definitions via linear inequations it is not surprising that this will be
possible, but we give explicit combinatorial descriptions of the hyperplanes
and subspaces in order to be able to calculate examples.

3.1. Bjp-sets.

Proposition 3.3. Bp-sets with m+1 markings and length t are in bijection
with lattice points in the interior of tA,—1 that are not contained in any
nondegenerate hyperplane of the form

¢ h
e Y (za)-2(xs).
k=1 \jeUy L+1 \jeUy
where k' < h and Uy, ..., U are proper consecutive subsets of [m)].

Proof. Consider one of the constraints on Bj-sets given in (2.2); that is,
x’f‘1+”’+x7‘h%x51+...+x5h

with0 <ry < ... <prp, <mand 0 < s <--- < s, <m. Rewrite the
constraint as 2?21 Ty, —xs; # 0. In terms of the consecutive differences
z; = T; — xT;i_1, this becomes

T4 Sj

)N IDUIE] D DN I DI
Jirj>s; \i=s;+1 Jirj<s; \i=r;j+1
which is an inequation of the desired form with ¢ = |{j: r; > s;}| and
B = |{j: rj <sj}|. Conversely, each inequation in z given by avoiding a

hyperplane of the form (3.1) gives a valid inequation on x by reversing these
steps. ([
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Z1 = 22 221 = 22 zZ1 = 222
Z1 — Z3 221 = Z3 zZ1 = 223
Z9 = Z3 2,22 = Z3 Z9 = 223

21=22+23 221=20+23 21 =22+23
Z21 =204+ 223 21 =229+ 223 21+ 29 = 23
221+ 20 =23 21 +229=23 221+ 229 =23
Z1 + 29 = 223 21+ 23 =292

Example 3.4. The Bjs-sets with 4 markings and length t are in bijection
with lattice points of tA3 that avoid the 20 hyperplanes
as shown in Figure 1. There are 37 intersection points in the interior of the
simplex, 12 points of intersection in the boundary of the polytope and the
hyperplanes divide the polytope into 80 closed regions. From Theorem 2.3,
we conclude that the Ehrhart quasipolynomial by 3(t) has period 2520, so it
is not practical to describe it completely. However, we calculate' that if t is
a multiple of 2520, the number of Bs-sets with 4 markings and length t is
1, 55

b4,3(t) = 2t 6 t + 80.
Remark: The correspondence given in the proof of Proposition 3.3 is not
a bijection: several collections of consecutive subsets may correspond to
the same constraint. For example, again take Bs-sets with 4 markings and
consider the equation zs + x3 + x3 = xg + 1 + x4 that must be avoided.
Following the proof of Proposition 3.3, we rewrite this equation as (x3—z¢)+
(x3 —x1) = x4 — x3. In terms of z, this becomes (21 + 22) + (22 + 23) = 24.
However, we can also write the original equation as (r3 — 1) + (x3 — xg) =
x4 — x3, which yields z3 + (21 + 22 + 23) = 24.

Proof of Theorem 2.3 for By-sets and Theorem 2.5. Let H,, 5, be the hyper-
plane arrangement described in Proposition 3.3. By this proposition, we
have that by, p(t) = Exo 5, (t). It is immediate from Theorem 3.1 that
the function by, j, is a quasipolynomial. The same theorem yields that by, »,(0)
is the number of closed regions of the inside-out polytope (A, H,,p), which
is the number of possible combinatorial types of a Bp-set. (For sufficiently
large t, there will exist a lattice point in each open region, so all of these
types are actually realized. This holds because A,, is unimodularly equiv-
alent to a full-dimensional polytope in R™~! via projection on any m — 1
coordinates.) Finally, reciprocity yields that for ¢ > 0,

b (—t) = (1) " Ea, 34,0, (t)

which is the number of rulers counted with their H,, ,-multiplicities. ([l

https://github.com/Quillar/ExtensionsGolomb /tree/a97554c
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(0,0,1)

(0,1,0)
(1.0,0)
FIGURE 1. The inside-out-polytope for Bs-sets with 4 mark-
ings.
3.2. Bsy[g]-sets.
By Definition 1.1, a ruler 0 = 2 < 1 < ++» < Tpp1 < Ty = t IS a

Bslgl-set if it does not satisfy any chain of equations of the form
(3.2) Tpy + Trg = Ty + Tpy =0 = Tgy_y + Trg_y = Tyy + Ty

As we did for Bj-sets, we can obtain an inside-out polytope by expressing
these equations in terms of the successive differences z1, ..., z;,.

Proposition 3.6. Ba[g]-sets with m + 1 markings and length t are in bijec-
tion with lattice points in the interior of tA,, that are not contained in any
subspace of the form

) 01 r1 Ly, Tk Ly
(83) D m=D a+) m=c=) unt) s==) 5
Tg Lo Tg Lo Tg Lo

where the indices satisfy
(3.4) 0<ly<ly < - <ly<rg<rgq<---<1g<Mm.

Proof. Given indices ¢ < j < k < /, and any ruler x, we have z; + x; <
x; + 2 < 75 + 29 << 7} + ¢ by the order of the markings, so it can never
be the case that x; +z} = z; + 24 nor that x; + x; = x} +x¢. So in order to
see whether x is a Bg-set, the only equation on these four indices that must
be considered is z; + x4 = z; + .

Now consider a chain of equations as in (3.2). Without loss of generality
¢; < r; for each ¢ and ¢y < ¢1 < ...¢;. Then by the previous paragraph,
we may also assume that 79 > 1 > ...7,. That is, the indices satisfy (3.4).
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Since x; = Zgzl z; (using the usual convention that the empty sum equals
zero to correctly obtain xp = 0), (3.2) is equivalent to

@0 0 Zk Tk EQ Tg
E zi—l-g ziz---:Zzi—l—Zzi:--':Zzﬁ-Zzi.
=1 =1 =1 =1 =1 =1

Now cancel the common terms 250:1 z and Y., z; to obtain (3.3).
By reversing this process, a chain of equations of the form (3.3) also yields
one of the form (3.2). O

Example 3.7. For Bs[2]-sets with five markings (that is, g = 2 and m = 4),
the only chain of equations we must consider is

X0+ x4 =21+ 23 =29+ Xo.
In terms of the successive differences, this becomes
21+ 22+ 23+ 24 = 221 + 22 + 23 = 221 + 229,
or after cancelling common terms,
23+ 24 =21 +23 =21+ 22.

This forbidden subspace is a line which passes through the interior of the
tetrahedron As.

Proof of Theorem 2.3 for Ba[g|-sets: This follows immediately from The-
orem 3.2 and Proposition 3.6.

3.3. Bj [g]-sets. The defining inequations for B, [g]-sets are similar to those
for Ba[g]-sets, but with differences instead of sums. That is, we must avoid
chains of equations

(3.5) Ty — Xgy = Tpy — Ty =+ = Tpy_y — Tgy_y = Ty — Ty

9 g°
Again we obtain an inside-out polytope by expressing these chains in

terms of the successive differences.

Proposition 3.8. Bs|g]-sets with m + 1 markings and length t are in bi-
jection with lattice points in the interior of tA.,—1 that are not contained in
any subspace of the form

S €Uy 1€Uyq

where Uy, ..., Uy are consecutive subsets of [m], none of which is contained
in another.

Proof. As in the proof of Proposition 3.3, we must rewrite each constraint
given by (3.5) in terms of the vector z of successive differences. Now for any
¢ < r we have x, — ¢y = 241 + 2e42 + - - - + zr, SO We obtain a constraint of
the form (36) by taking Uj = {£j+17€j+2a .o .,T‘j} for j = 0, 1, ey g. If Uj
is contained in Uy, then the condition is redundant because each succesive
difference is positive, so it can never be the case that Zier z; = ZieUk 2.
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By reversing this process, we can also transform any constraint of the form
(3.6) into one of the form (3.5). O

Remark: Unlike the original case of Golomb rulers (i.e., B; [1]-sets), we can-
not restrict to conditions given by disjoint consecutive sets Uy, ...,U,. For
example, let ¢ = 2 and m = 5 and consider the chain of equations

T3 —To)=Ty4g —T1 =5 — T2.
In terms of the z;’s, this becomes
21t 22+ 23=22+t23+24=23+24+ 25

so that the consecutive subsets are Uy = {1,2,3}, Uy = {2,3,4} and Uy =
{3,4,5} which are not disjoint. On the other hand, we could obtain an
equivalent chain of equations with disjoint sets by cancelling the common
term z3, but then one of these sets would be Uy \ {3} = {2,4}, which is no
longer consecutive.

Proof of Theorem 2.3 for By [g]-sets: This follows immediately from The-
orem 3.2 and Proposition 3.8.

4. COMBINATORIAL TYPES AND ORIENTATIONS OF MIXED GRAPHS

Returning to the original case of Golomb rulers, the combinatorial types
are related to acyclic orientations of a certain mixed graph. We have already
seen that combinatorial types are in bijection with open regions of an inside-
out polytope (A,,—1,Gm), where G,, is the hyperplane arrangement given
by the hyperplanes (2.1) for each pair of consecutive subsets of [m], so we
will work directly with these regions.

Definition 4.1.

(1) The Golomb graph Iy, is a mized graph whose vertices are the proper
consecutive subsets of [m]. The graph is complete and an edge is
directed from U to V if U C V. All other edges are undirected.

(2) An orientation of 'y, is called coherent if:

(a) it is consistent with the directed edges, and

(b) if U, V,W are disjoint consecutive sets and A = U U W and
B = CUW are also consecutive, then A — B if and only if
Uu—V.

We first review the construction in [1] of an injective map ¢ from regions
of the Golomb inside-out polytope (A,,—1,Gn) to acyclic orientations of the
Golomb (mixed) graph I',,. To do this, let R be a region of the inside-out
polytope. Then R is the intersection of half-spaces given by inequalities of

the form

Z z; < Z Zj

Jjeu %
where U and V range over all pairs of consecutive subsets of [m]. We may
assume that both sets are proper, since otherwise the inequality would hold
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over the entire positive orthant (in particular, over all of A,,.) Furthermore,
we may restrict to disjoint sets because if A and B are consecutive subsets
that are not disjoint, then U := A\ B, V := B\ A, and W := AN B are all

consecutive sets, and

YIRS SR SRR g

JEA jEB jeu jev

For a pair of disjoint proper consecutive sets (dpcs) (U,V), orient the

edge UV of I'y, by U — V. If W is disjoint from both U and V and if
A=UUW and B =V UW are consecutive sets, then orient the edge AB
by A — B. Thus the orientation is coherent. It is total because (again) any
pair of consecutive sets A, B can be decomposed in this way. Finally, it is
acyclic because if there were a cycle then we could take the multiset union
M of the sets along the whole cycle and conclude that EjeM zj < ZjeM Zj,
which is impossible.

Proposition 4.2. The injection ¢ is not surjective when m = 5. In partic-
ular, there is mo bijection between the orientations of I's and the regions of

(A4, G5).

Remark: It would not be difficult to extend the counterexample to any m >
5.

Proof. Consider the following linear order on proper consecutive subsets of
[5]:
3—=-95—=1—-4—-2—-34—-23 1245
— 123 — 345 — 234 — 2345 — 1234.

Its transitive closure is an acyclic orientation @ on the Golomb graph I'5
consistent with the directed edges given by set containment. To verify that
O is coherent, note that the linear order always places smaller subsets before
larger ones, so it suffices to consider pairs (A, B) of sets of the same size. So
we check all such pairs, and indeed:

34 — 23 and 4 — 2 34 —>45and 3 — 5
23 > 12and 3 — 1 123 — 345 and 12 — 45
123 -+ 234 and 1 — 4 345 — 234 and 5 — 2
2345 — 1234 and 5 — 1.

However, suppose there exists a region R of the inside-out polytope such
that ¢(R) = O. Let z = (21, 29, 23, 24, 25) be a vector in the relative interior
of R. Then from the edges 34 — 23, 12 — 45, and 5 — 1, we obtain that

23+ z4 < z9g+ 23, 21 +22<2z4+ 25, 25 <21
and these three inequalities sum to
21+ 22+ 23+24+25< 21+ 20+ 23+ 24+ 25

which is a contradiction. O
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5. RECIPROCITY AND THE Bj-GRAPH

In this section we generalize the injection described in Section 4 to the
case of Bj-sets.

For Golomb graphs, the vertices are consecutive subsets of [m]. Here
we would need to consider collections of such sets, but in light of the non-
uniqueness illustrated in Remark 3.5, it is better to consider unions with
repetition of such sets, which are multisets. We represent a multiset A =
{191,292 . 'm%m} by the vector a = (a1,as,...,a,) € N™. In this way,
multiset union corresponds to addition of vectors, and multiset containment
A C B corresponds to a < b with respect to the standard partial order on
N™. A single consecutive set U = {j, j+1, ...k} corresponds to a consecutive
vector efjy :=€j+e€jr1 + -+ e

Next, we need to know which pairs of vectors correspond to inequations
defining Bj-sets. In particular, given a vector y?, we need to know the mini-
mum number of consective vectors whose sum is a. The following definition
and pair of lemmas will help us do this.

Definition 5.1. The climb of a vector a = (ai1,...,ay) is climb(a) =

. . a; —a;_1 ifa;_1<a;
"™ climb;(a), where climb;(a) =<{ 7 J 7
21 () () {0 otherwise,

with ag taken to be 0.

Lemma 5.2. Let a € N™. The minimum number r of consecutive vectors
whose sum is a equals the climb of a.

Proof. Induct on r. If r = 1 then a is a consecutive vector and the result is
clear. Otherwise, we can write a = e[; ;) +b for some nonzero vector b € N™.
Then climbj(a) equals either climb;(b) (if bj_; > b;) or climb;(b) + 1 (if
bj—1 < bj). Similarly, climbyy;(a) equals either climbyi;(b) — 1 (if b, <
bg+1) or climbg(b) (if by > bgy1). For all other values of ¢, we always have
climby(a) = climby(b). In particular, climb(a) < climb(b) + 1. It follows by
induction that the number of consecutive vectors in any decomposition of a
is at least the climb of a.

For the other direction, we first observe that if the support of a is dis-
connected (that is, if there exist j1 < j» < js such that aj,a;, > 0 and
aj, = 0), then the climb of a is the sum of the climbs of the connected
components. Also, any decomposition of a into consecutive vectors respects
the connected components of a. So it is enough to consider vectors with
connected support.

Let a be such a vector, so its support is an interval [, k], and again let
r := climb(a). Now we can subtract the consecutive vector ej;, and the
remaining vector (0,...,a; —1,a;41—1,...,a;—1,...,0) has climb exactly
r — 1 because the climb at the first step is one less than that of a, and the
climb at all other steps equals that of a. By induction, we conclude that
there exists a decomposition of y® into r consecutive vectors. O
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The climb is not monotonic in the sense that climb(a+ c) may be strictly
less then climb(a). For example, the climb of (1,0, 1) is two and the climb of
(1,1,1) is only one. However, we have the following monotonicity property
for the climbs of pairs of vectors.

Lemma 5.3. Let a,b,c € N™ be vectors such that a and b have disjoint
supports. Then

climb(a + ¢) + climb(b + ¢) > climb(a) + climb(b).

Proof. We can write ¢ as a sum of consecutive vectors, so by induction it
is sufficient to prove the statement in the case that c is itself a consecutive
vector. Furthermore, if climb(a+c) > climb(a) and climb(b+c) > climb(b)
then the conclusion immediately follows.

So without loss of generality, let ¢ = e[; ;) and assume that climb(a+c) <
climb(a). From the proof of Lemma 5.2, this can happen only if a;_1 > a;
and ay, < aj41, and in this case climb(a+ey; ;) = climb(a)—1. In particular,
this means that both j — 1 and k£ + 1 belong to the support of a. Since a
and b have disjoint supports, neither j — 1 nor k + 1 belong to the support
of b. So bj_1 < b; and by > byy1, and again by the proof of Lemma 5.2,
climb(b + ef; ) = climb(b) + 1. We conclude that in this case,

climb(a + ef; ) + climb(b + e[; ;) = climb(a) + climb(b).
O

With these properties in hand, we now define a graph that represents the
constraints on By-sets and a suitable notion of valid orientation.

Definition 5.4. Let My, be the set of vectors in N of climb at most h.

(1) LetT'y,  be the undirected graph on the vertex set My, where uv is an
edge if, when we write u = a+c, v = b+c with supp(a) Nsupp(b) =
0, we have climb(a) + climb(b) < h.
(2) An orientation of the edges of I'y, p, is called coherent if:
e Fuvery edge Ou is oriented from 0 to u, and
e for every a, b with climb(a) + climb(b) < h and every c such
that u = a+ ¢ and v = b + ¢ belong to My, the orientation of
uv agrees with the orientation of ab.

Note that I, 5 is a finite graph because no coordinate of any vector in
Mjp, can be greater than h. Before stating our theorem about these graphs,
we give two examples to justify the complexity of the definition.

Example 5.5. Consider Bs-sets with four markings as in FExample 3.4.
(That is, m = 4 —1 = 3 and h = 3.) Two of the hyperplanes in the
arrangement Hz 3 are given by 2z1 = z2 and z1 = 222 + z3. That is, the Bs-
graph must include vertices given by each of the vectors 2e1,eq,e1,2es + €3
with undirected edges between 2e1 and ey and between 2e, and 2es; + es.
However, the hyperplane 2z1 = 229 + z3 does not belong to Hsz 3 because it
does not correspond to an equation built from only three consecutive sets.
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(U(lk /1)(3) M /1)(3)

(1) (3) (1) (3)

(A) A partial Bs-graph (B) An invalid acyclic orientation

FIGURE 2

Therefore the Bs-graph must not include an edge between 2e1 and 2es + es.
In particular, Byp-graphs, unlike Golomb graphs, cannot be complete in the
sense of having either a directed or an undirected edge between each pair of
vertices.

Example 5.6. Again consider Bs-sets with four markings. The hyperplanes
listed in Example 3.4 require our graph to contain vertices labelled by the
vectors e, 2e1, ez, e3, and e; + es with certain undirected edges between
them. We also will need directed edges from e to ejes, from e; to 2e1, and
from es to e1 + e3 to represent the fact that z1 and z3 are always positive.
The resulting mized subgraph on these five vertices is shown in Figure 2(A).

Now the climbs of the vectors 2e; and ejes are both equal to two, so the
sum of the two climbs is greater than h = 3. But if we do not add an edge
between these two vertices, then the graph can be acyclically oriented as in
Figure 2(B). In this orientation, the edge (1) — (3) would be associated
with the inequality z1 < z3 and the edges (1)(3) — (2) and (2) — (1)(1), by
transitivity, would be associated with the inequality z3 < z1. For this reason,
the condition for having an edge between u and v in Definition 5.4 involves
the climbs of a and b rather than the climbs of u and v.

Theorem 5.7. Let ¢ be the function from the inside-out polytope Q) :=
A1\ UHeHm . H to the set of orientations of I'y, p, as follows. Given an

integer vector z = (z1,...,2m) € Q and an edge uv of I'y, p, choose the

orientation
m m
u— v if E ;25 < g Vi %«
=1 =1

Then ¢ induces an injection from the open regions of the inside-out polytope
Q to the coherent acyclic orientations of the graph Iy, 1.

Proof. Let z € Q. We first note that since u € N”, every edge of the form
Ou is oriented 0 — u. For each edge uv of the graph, write u = a + c,
v = b + ¢ where supp(a) N supp(b) = . Since uv is an edge, we have
climb(u) + climb(v) < h. Then by Lemma 5.3, climb(a) + climb(b) < h
as well. Since z cannot belong to the hyperplane Y ;" a;z; = > iy bz
in I'y, p, the edge ab is assigned an orientation by ¢(z), say a — b. By
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adding >~ ¢;v; to both sides of the inequality > 1" a;z; < Y vy bizi we
see that the edge uv is also oriented as u — v. That is, for any z € @, the
orientation ¢(z) is total and coherent.

Furthemore, if the orientation ¢(z) contained a cycle

u® S u® S a® S @

then by the definition of ¢ we would have

zm: ugl)zi < in: uz@)zi < . i”: ug”)zi < zm: Ul('l)zz'
=1 =1 i=1 i=1

which is a contradiction. Thus ¢(z) is acyclic.
It remains to show that ¢ is invariant within each region and that it takes
different values on different regions. That is:

Claim: Given z,w € @), we have ¢(w) = ¢(z) if and only if z and w lie in
the same region of the inside-out polytope.

To prove this claim, first suppose that ¢(z) = ¢(w). Then for all edges
uv in I, 5, we have

m m m m
g Uiz; < E ViZi < E Uiw; < g Vi W; .
=1 =1 =1 =1

Since edges of Iy, 5, correspond to hyperplanes in Gy, 5, z and w lie on the
same side of each of the hyperplanes in the arrangement.

On the other hand, suppose ¢(z) # ¢(w). Then there exists an edge
uv such that when we again write u = a+ ¢, v = b + ¢ where supp(a) N
supp(b) = 0, the orientation ¢(z) has a — b and ¢(w) has a «+ b. That is,

m m m m
E Uiz; < E ViZi, E Uiw; > E Viwj.
=1 i=1 =1 i=1

This implies that w and z lie on opposite sides of the hyperplane in G,
determined by the pair ab. O
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