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#### Abstract

We define the statistic of a push for words on an alphabet $[k]$ and use this to obtain a generating function measuring the degree to which an arbitrary word deviates from sorted order. Several subsidiary concepts are investigated: the number of cells that are not pushed, the number of already sorted columns, the number of cells that coincide before and after pushing, the fixed cells in words and finally, the frictionless pushes.


## 1. Introduction

In this paper, we investigate a statistic which measures the extent to which a given word deviates from its representation in nondecreasing sorted order.
An earlier such statistic is inversions in words as first studied by MacMahon, (see Andrews [1], Theorem 3.6). Other statistics on words have recently been studied as seen in $[2,3,4,6,7,8,9,10]$. This paper provides another of the deviations from sorted order by exploring the parameter "number of pushes" for an arbitrary word over an alphabet $[k]$.
For an arbitrary word $W$ over an alphabet $[k]$, let us define a push in the following way: suppose the leftmost element in the word which is not a weak left-to-right maximum occurs in position $i$ and has height $v(i)$. A weak left-to-right maximum is a part which is greater than or equal to all parts to its left. We define a cell to be a single square in any part as illustrated in Figure 1. Shift all cells in $W$ which are to the left of $i$ and above the level of $v(i)$, one horizontal position to the right. We call this shifting process a push and illustrate the concept in Figure 2. Also, we give an example in

[^0]Figure 1 of an original word and the sorted order after the push sequence is completed.


Original word


Pushed word

Figure 1. The sorted order of the word $2,1,7,4,3,5,1,6,2,2$ resulting from the the pushing process.


Figure 2. The pushing process illustrated.

We apply a sequence of pushes to a word and the successively pushed words that result. The sequence terminates once a weakly increasing word has been obtained. We obtain a generating function which tracks the number of pushes required for words of length $n$ over an alphabet $[k]$.
Remark: We see that the total number of pushes required to generate a weakly increasing word is equal to the number of parts minus the number of weak left-to-right maxima.

For example, consider the word: $\mathbf{1 , 2 , 1 , 3 , 3}, 2, \mathbf{4}, 2,1$. It has 9 parts, 5 weak left-to-right maxima indicated in bold thus 4 pushes.

We also study associated concepts such as the generating function for the total number of cells which do not move in the pushing process (see section 3); the number of already sorted columns in arbitrary words (see section 4); the total number of cells that coincide before and after the full push sequence (see section 5); and finally a generating function for the socalled frictionless pushes (defined in section 6).

## 2. The number of pushes

Let $G_{1}(u, x)$ be the generating function for the number of pushes where $x$ marks the length of the word and $u$ the parts in the word that are not weak left-to-right maxima. The question of weak left-to-right maxima was previously studied in [11, 12]. For the convenience of the reader, we derive the result in full. By Remark 1.1 above, $u$ also marks the number of pushes. We have the symbolic decomposition, see [13, 14],

$$
\begin{equation*}
\mathbf{1}^{*}\left(\mathbf{2}(<2)^{*}\right)^{*}\left(\mathbf{3}(<3)^{*}\right)^{*} \cdots\left(\boldsymbol{k}(<k)^{*}\right)^{*} \tag{2.1}
\end{equation*}
$$

for all words in which all possible weak left-to-right maxima are shown in bold. Here $\boldsymbol{i}(<i)^{*}$ stands for a single element $i$ followed by a sequence which may be empty that consist of parts in the set $\{1,2, \ldots, i-1\}$ with generating function

$$
\frac{x}{1-u(i-1) x},
$$

and thus $\left(\boldsymbol{i}(<i)^{*}\right)^{*}$ has the generating function

$$
\frac{1}{1-\frac{x}{1-u(i-1) x}} .
$$

Using the symbolic decomposition (2.1) we have

$$
G_{1}(u, x)=\prod_{i=1}^{k} \frac{1}{1-\frac{x}{1-u(i-1) x}}=\prod_{i=1}^{k} \frac{1-(i-1) u x}{1-(i-1) u x-x} .
$$

In order to find the total number of pushes for words of length $n$ we compute

$$
\begin{align*}
\left.\frac{\partial}{\partial u} G_{1}(u, x)\right|_{u=1} & =\frac{1}{1-k x} \times \\
& \left.\sum_{j=1}^{k} \frac{1-(j-1) u x-x}{1-(j-1) u x} \frac{\partial}{\partial u}\left(\frac{1-(j-1) u x}{1-(j-1) u x-x}\right)\right|_{u=1} \\
& =\frac{1}{1-k x} \sum_{j=1}^{k} \frac{1-j x}{1-(j-1) x} \frac{(j-1) x^{2}}{(1-j x)^{2}} \\
& =\frac{1}{1-k x} \sum_{j=1}^{k} \frac{(j-1) x^{2}}{(1-(j-1) x)(1-j x)} . \tag{2.2}
\end{align*}
$$

Partial fractions for the case $j=k$ in equation (2.2) gives

$$
\frac{-1+k}{k(1-k x)^{2}}+\frac{(1-k)(1+k)}{k(1-k x)}-\frac{1-k}{1+y-k x} .
$$

Extracting the coefficient $\left[x^{n}\right]$ gives

$$
(-1+k)^{1+n}-(-1+k) k^{-1+n}(k-n) .
$$

Partial fractions for $1 \leq j<k$ in equation (2.2) gives

$$
-\frac{1-j}{(1-j+k)(1+(1-j) x)}+\frac{(1-j)}{(k-j)(1-j x)}+\frac{1-j}{(1-j+k)(j-k)(1-k x)} .
$$

Extracting the coefficient $\left[x^{n}\right]$ gives

$$
\frac{(1-j)\left(-(-1+j)^{n} j+j^{1+n}+(-1+j)^{n} k+k^{n}-j^{n}(1+k)\right)}{(1-j+k)(j-k)} .
$$

Replacing $j$ by $k-i$ leads to

$$
-(-1-i+k)^{n}+(-i+k)^{n}-\frac{k\left(k^{n}-(-1-i+k)^{n}\right)}{1+i}+\frac{(-1+k)\left(k^{n}-(-i+k)^{n}\right.}{i} .
$$

Thus the total number of pushes for all words of length $n$ is

$$
\begin{aligned}
& (-1+k)^{1+n}+(1-k) k^{-1+n}(k-n) \\
& +\sum_{i=1}^{k-1}\left(-(-1-i+k)^{n}+(-i+k)^{n}\right. \\
& \left.\quad-\frac{k\left(k^{n}-(-1-i+k)^{n}\right)}{1+i}+\frac{(-1+k)\left(k^{n}-(-i+k)^{n}\right)}{i}\right) .
\end{aligned}
$$

This simplifies yielding the following result:
Theorem 2.1. The total number of pushes in all words of length $n$ over the alphabet $[k]$ is equal to

$$
k^{n}\left(\frac{(k-1) n}{k}-H_{k-1}\right)+\sum_{i=1}^{k-1} \frac{(k-i)^{n}}{i},
$$

where $H_{k}=\sum_{j=1}^{k} 1 / j$ is the Harmonic number.
For the average we divide by $k^{n}$ to find
Corollary 2.2. The average number of pushes in all words of length $n$ over the alphabet $[k]$ is equal to

$$
\frac{n(k-1)}{k}-H_{k-1}+O\left(\left(\frac{k-1}{k}\right)^{n}\right), \text { as } n \rightarrow \infty .
$$

## 3. Number of cells that do not move

In this section, we calculate the total number of cells that do not move in the pushing process over all words of length $n$ on alphabet $[k]$.

As an example, consider the word 61552142654 drawn in Figure 3. In this case, there are 22 cells that do not move in the pushing process. They are indicated with dots in the diagram.

It can be seen that the cells that do not move during the pushing process will necessarily form a weakly increasing word, and this is the basis of the proof. We divide this word into blocks ending in a strict right-to-left minimum. In the example in Figure 3, there are three strict right-to-left minima
(4, 2 and 1), indicated in bold. So there are three blocks (of length 3,2 and 6 respectively), giving a total of $4 \times 3+2 \times 2+1 \times 6=22$.


61552142654

Figure 3. Word 61552142654 indicating cells not pushed.

Theorem 3.1. Given the set of words of length $n$ over alphabet $[k]$, the total number of cells that do not move during the pushing process is

$$
\begin{aligned}
& (n+1) k^{n}+(k-1)^{n+1}-k^{n+1} \\
& -\sum_{m=2}^{k} \frac{m(k-m+1)^{n+1}-(m-1)(k-m)^{n+1}-k^{n+1}}{m-1} .
\end{aligned}
$$

Asymptotically, the average number of cells that do not move during the pushing process is

$$
n+1+k\left(H_{k-1}-1\right)+O\left(\left(\frac{k-1}{k}\right)^{n}\right) \text {, as } n \rightarrow \infty .
$$

Proof. To prove Theorem 3.1, decompose each word into blocks according to the size of the strict right-to-left minima. In each block, the number of cells that do not move are these left-to-right minima values multiplied by the number of parts in that block, as shown in Figure 3. A schema of the decomposition is given in Figure 4.

If there is a strict right-to-left minimum of size $m$, then its block $\mathcal{B}$ (see Figure 4), consists of a (possibly empty) sequence of letters of size between $m$ and $k$, where the rightmost letter has size exactly $m$.

We let the variable $z$ track the number of cells in the word and we let $y$ track the number of columns (parts/letters) in the word. In addition, we introduce a variable $u$ which will count the number of cells in the word that do not move. The generating function for the letter of size $m$ (a strict right-to-left minimum) is $u^{m} y z^{m}$, and for any other letter is

$$
\frac{u^{m} y\left(z^{m}-z^{k+1}\right)}{1-z} .
$$

The generating function for a block $\mathcal{B}$ is then

$$
b_{m}(z, y, u):=\frac{u^{m} y z^{m}}{1-\frac{u^{m} y\left(z^{m}-z^{k+1}\right)}{1-z}} .
$$

The first strict R-L minimum


Figure 4. The decomposition schema for words indicating strict right-to-left minima.

For the generating function of the whole word, we have a sequence of these blocks (each with their corresponding right-to-left minimum), any of which may be empty. This gives an overall generating function of

$$
G_{2}(z, y, u):=\prod_{m=1}^{k}\left(1+\frac{u^{m} y z^{m}}{1-\frac{u^{m} y\left(z^{m}-z^{k+1}\right)}{1-z}}\right) .
$$

To calculate the total number of cells that do not move, we differentiate with respect to $u$ and let $u=1$. This yields
$\left.\frac{\partial}{\partial u} G_{2}(z, y, u)\right|_{u=1}$
$=\sum_{m=1}^{k} \frac{m y(1-z)^{3} z^{m}}{\left(y z^{k+1}-(y+1) z+1\right)\left(y z^{m}-y z^{k+1}+z-1\right)\left(y z^{m+1}-y z^{k+1}+z-1\right)}$.
To count the cells that do not move, we no longer require the variable $z$, so we let $z \rightarrow 1$, and get

$$
\frac{1}{1-k y} \sum_{m=1}^{k} \frac{m y}{(1+(m-k-1) y)(1+m y-k y)} .
$$

The coefficient of $y^{n}$ in the above two formulae gives the number of cells which do not move in a word of length $n$ over alphabet $[k]$. For the term

$$
\frac{y}{(1+(1-k) y)(1-k y)^{2}}
$$

where $m=1$, the coefficient of $y^{n}$ is

$$
(n+1) k^{n}+(k-1)^{n+1}-k^{n+1} .
$$

For $m \geq 2$, the coefficient of the term

$$
\frac{1}{1-k y} \frac{m y}{(1+(m-k-1) y)(1+m y-k y)}
$$

is

$$
-\frac{m(k-m+1)^{n+1}-(m-1)(k-m)^{n+1}-k^{n+1}}{m-1} .
$$

The final coefficient is

$$
\begin{aligned}
& {\left.\left[y^{n}\right] \frac{\partial G_{2}(1, y, u)}{\partial u}\right|_{u=1}} \\
& \quad=(n+1) k^{n}+(k-1)^{n+1}-k^{n+1} \\
& \quad \quad-\sum_{m=2}^{k} \frac{m(k-m+1)^{n+1}-(m-1)(k-m)^{n+1}-k^{n+1}}{m-1}
\end{aligned}
$$

To find the average we must divide this total by $k^{n}$. This concludes the proof of Theorem 3.1.

## 4. The number of already sorted columns

We consider the number of nondecreasing columns to the left of the word prior to any pushing. For example, the word $1,1,4,2,5,4$ has three such columns at the start of the word. These are the columns on the left that are already in sorted order. We have the following symbolic decomposition:


OR


Figure 5. Decomposition of a word with maximum part of size $k$.

The generating function where $v$ marks the number of initially sorted columns is

$$
\begin{aligned}
G_{4}(v, x) & =\frac{1}{(1-v x)^{k}}+\sum_{j=2}^{k} \frac{1}{(1-v x)^{j}} v x(j-1) x \frac{1}{1-k x} \\
& =\frac{1}{(1-v x)^{k}}+\frac{v x^{2}}{1-k x} \sum_{j=2}^{k} \frac{j-1}{(1-v x)^{j}} .
\end{aligned}
$$

For this we used the generating function for nondecreasing words, where the number of sequences $1 \leq a_{1} \leq a_{2} \leq \cdots \leq a_{n} \leq k$ is well known to be

$$
\binom{n+k-1}{n}=\left[x^{n}\right] \frac{1}{(1-x)^{k}} .
$$

Now

$$
\left.\frac{\partial}{\partial v} G_{4}(v, x)\right|_{v=1}=\frac{(1-x)^{-k}}{1-k x}-\frac{1}{1-k x} .
$$

Extracting $\left[x^{n}\right]$ gives

$$
\begin{aligned}
\sum_{j=0}^{n} k^{j}(-1)^{n-j}\binom{-k}{n-j}-k^{n}= & \sum_{j=0}^{n} k^{j}\binom{n+k-j-1}{n-j}-k^{n} \\
& \sim\left(\left(\frac{k}{k-1}\right)^{k}-1\right) k^{n}, \text { as } n \rightarrow \infty
\end{aligned}
$$

by singularity analysis, see [5].
Hence, the average number of already sorted columns is asymptotic to

$$
\left(\frac{k}{k-1}\right)^{k}-1, \text { as } n \rightarrow \infty
$$

Thus
Theorem 4.1. The number of already sorted columns in words of length $n$ is equal to

$$
\sum_{j=0}^{n} k^{j}\binom{n+k-j-1}{n-j}-k^{n}
$$

Moreover the average number of already sorted columns is asymptotic to

$$
\left(\frac{k}{k-1}\right)^{k}-1, \text { as } n \rightarrow \infty
$$

Note that as $k \rightarrow \infty$, we have

$$
\left(\frac{k}{k-1}\right)^{k}-1 \rightarrow e-1=1.71828 \ldots
$$

## 5. Fixed cells in a word

Consider a word over the alphabet $[k$ ] with its corresponding graphical representation where the columns of height $r$ represent the parts of size $r$. We say that the column of size $r$ consists of $r$ unit squares called cells. We now perform the push sequence from left-to-right and obtain a nondecreasing word. Any cell in the grid that is filled in both the original word and the final pushed word is called a fixed cell. We illustrate this in the following example: The word $2,1,7,4,3,5,1,6,2,2$ is pushed, and the new pushed nondecreasing word is $1,1,2,2,2,3,4,5,6,7$. The 21 fixed cells are shaded.

Let $C(n)$ be the total number of fixed cells in words of size $n$ over the alphabet $[k]$. We shall consider words of size $n+1$ over the same fixed alphabet that start with a part of size $j$ and shall denote by $C(n+1 \mid j)$ the total number of fixed cells in such words. We compare a word starting with $j$ with a word which differs only in that it starts with $j+1$. The diagram represents the situation after it has been pushed to sorted order.


Original word


Pushed word

Figure 6. The fixed cells of the word $2,1,7,4,3,5,1,6,2,2$.

In Figure 7 below, we show the two words after they have been pushed to sorted order. The subwords $A_{1}$ and $A_{2}$ are both weakly increasing subwords and the shaded block is in position $s$.


Word that started with a Word that started with a $j$, and has been pushed $j+1$, and has been pushed

Figure 7. Comparison of two words that differed originally only in the first column, after they have been pushed.

Because we are aiming at the number of such words before they are pushed which contribute an extra fixed cell, we exclude the case where $A_{2}$ is empty. In such a case the $j$ or $j+1$ is the largest letter in the word and changing this letter does not add an extra fixed cell. So the number of letters in $A_{1}$ (counted by $s-1$ ) has a maximum value of $n-1$. This accounts for the fact that the binomial coefficient in the sum below is $\binom{n-1}{s-1}$. The case $s=1$ (i.e., when $A_{1}=\emptyset$ ) will be handled in the next paragraph. We do a direct count of the number of words with the attributes described in Figure 7. For $s=2, \ldots, n$ we have

$$
\begin{align*}
\sum_{s=2}^{n}\binom{n-1}{s-1} j^{s-1}(k-j)^{n-(s-1)} & =\sum_{r=1}^{n-1}\binom{n-1}{r} j^{r}(k-j)^{n-r} \\
& =(k-j) k^{n-1}-(k-j)^{n} \tag{5.1}
\end{align*}
$$

where the term $\binom{n-1}{s-1} j^{s-1}$ is for the subword $A_{1}$ where the parts are $\leq j$ before pushing, and the remaining term $(k-j)^{n-r}$ is for the subword $A_{2}$ where the parts are $\geq j+1$.

For $s=1$ there are

$$
\begin{equation*}
(k-j)^{n} \tag{5.2}
\end{equation*}
$$

such words. This is also the number of words which had $l \geq j+1$ in the $s$-th position in the original words (before pushing). Each of these contributes one extra fixed cell caused by the change in the shaded column. Thus the extra number of fixed cells obtained when adding 1 to the first part $j$, i.e., the difference between $C(n+1 \mid j+1)$ and $C(n+1 \mid j)$ is the sum of equations (5.1) and (5.2) which equals $(k-j) k^{n-1}$. Thus we have the recursion

$$
\begin{equation*}
C(n+1 \mid j+1)=C(n+1 \mid j)+(k-j) k^{n-1} \tag{5.3}
\end{equation*}
$$

with the following initial condition

$$
\begin{equation*}
C(n+1 \mid 1)=C(n)+k^{n} \tag{5.4}
\end{equation*}
$$

We use equation (5.3) with $j=1$ and substitute equation (5.4) to obtain

$$
\begin{equation*}
C(n+1 \mid 2)=C(n)+k^{n}+(k-1) k^{n-1} \tag{5.5}
\end{equation*}
$$

We repeat the process, and use the expression for $C(n+1 \mid 2)$ to obtain

$$
\begin{equation*}
C(n+1 \mid 3)=C(n)+k^{n}+(k-1) k^{n-1}+(k-2) k^{n-2} \tag{5.6}
\end{equation*}
$$

Continuing the process until $j=k-1$, we get an expression for $C(n+1 \mid k)$

$$
\begin{equation*}
C(n+1 \mid k)=C(n)+k^{n}+k^{n-1} \sum_{i=1}^{k-1} i=C(n)+k^{n} \frac{k+1}{2} \tag{5.7}
\end{equation*}
$$

Thus summing all $k$ cases (5.4), (5.5), (5.6), ...,(5.7) gives
$\sum_{j=1}^{k} C(n+1 \mid j)=k C(n)+k^{n+1}+k^{n-1} \sum_{i=1}^{k-1} i^{2}=k C(n)+\frac{\left.k^{n}(2 k+1)(k+1)\right)}{6}$.
Since $C(n+1)=\sum_{j=1}^{k} C(n+1 \mid j)$, we have the recursion

$$
\begin{equation*}
C(n+1)=k C(n)+\frac{\left.k^{n}(2 k+1)(k+1)\right)}{6} \tag{5.8}
\end{equation*}
$$

with

$$
C(1)=\binom{k+1}{2}=\frac{k(k+1)}{2}
$$

Solving the recursion (5.8) yields the result
Theorem 5.1. The total number of fixed cells in words of size $n$ is

$$
C(n)=\frac{k^{n-1}(k+1)(2 n k+n+k-1)}{6}
$$

and the average number of fixed cells is

$$
\frac{(k+1)(2 k+1) n}{6 k}+\frac{k^{2}-1}{6 k}
$$

## 6. FRICTIONLESS PUSHES

A frictionless push differs from an ordinary push in that if two or more pushes occur in adjacent positions on the same level, they are thought of as constituting one frictionless push.

With this definition, weak left-to-right maxima in the word collectively contribute no frictionless pushes, and each maximal set of adjacent equal letters which are not left-to-right maxima contributes one frictionless push.

In order to track these, we decompose a word of length $n$ over an alphabet $[k]$ to the first occurrence of each left-to-right maximum, $m_{i}$. Let $1 \leq m_{1}<$ $m_{2}<m_{3}<\cdots<m_{s} \leq k$ with $s \leq k$.


Figure 8. Decomposition for frictionless pushes
Then the subword $B_{i}$ (possibly empty) has all parts less than or equal to $m_{i}$. The number of frictionless pushes (starting from the left and proceeding right) is the sum of the frictionless pushes in each subword $\left(m_{i} B_{i}\right)$. This is the product of the generating functions for each $m_{i} B_{i}$. Let $m_{r}=i$ be fixed. If $B_{r}$ contains a nonempty sequence (indicated by + ), $(<i)^{+}$, this has generating function

$$
\begin{equation*}
B_{(<i)^{+}}(u, x):=\frac{(i-1) u x}{1-x} \frac{1}{1-\frac{(i-2) u x}{1-x}}:=\frac{(i-1) u x}{1-x-(i-2) u x}, \tag{6.1}
\end{equation*}
$$

where $u$ marks the frictionless pushes from the left. From now on, to simplify the notation, we will write $B_{(<i)^{+}}$instead of $B_{(<i)^{+}}(u, x)$. The first term is for the first repeated part and the second term is for a possibly empty sequence whose components are themselves maximal sequences of parts of a fixed size. If $B_{r}$ contains a nonempty sequence

$$
\begin{equation*}
\left((<i)^{+}(i)^{+}\right)^{+} \tag{6.2}
\end{equation*}
$$

one such part $(<i)^{+}(i)^{+}$has generating function

$$
\begin{equation*}
C_{(<i)^{+}}:=B_{(<i)^{+}} \frac{x}{1-x} . \tag{6.3}
\end{equation*}
$$

And so the sequence in (6.2) has generating function

$$
D:=\frac{C_{(<i)^{+}}}{1-C_{(<i)^{+}}} .
$$

This sequence can be preceded by a possible empty sequence $(i)^{*}$ and followed by a possibly empty sequence $\epsilon+(<i)^{+}$. Altogether these possibilities have generating function

$$
\begin{equation*}
\frac{1}{1-x} D\left(1+B_{(<i)^{+}}\right) \tag{6.4}
\end{equation*}
$$

and this represents all possibilities that contain at least one term of the form $\left((<i)^{+}(i)^{+}\right)^{+}$.

Unaccounted for sequences that do not contain one term of the form $\left((<i)^{+}(i)^{+}\right)^{+}$have generating function either

$$
\frac{1}{1-x} \text { or } B_{(<i)^{+}}
$$

or

$$
\frac{x}{1-x} B_{(<i)^{+}}
$$

On the other hand, when there is no left-to-right maximum $i$, this is represented by 1 .

So all possibilities have generating function

$$
\begin{align*}
& F(x, u) \\
& \quad=\prod_{i=1}^{k}\left[1+x\left(\frac{1}{1-x} D\left(1+B_{(<i)^{+}}\right)+\frac{1}{1-x}+B_{(<i)^{+}}+\frac{x}{1-x} B_{(<i)^{+}}\right)\right] \\
& \quad=\prod_{i=1}^{k} \frac{1-x+(2-i) u x}{1-2 x+(2-i) u x+(1-u) x^{2}} \tag{6.5}
\end{align*}
$$

which is our required generating function, stated in the theorem below.
Theorem 6.1. The generating function for the number of frictionless pushes in words over alphabet $[k]$ where $x$ marks the size of the word and $u$ the number of frictionless pushes is

$$
F(x, u)=\prod_{i=1}^{k} \frac{1-x+(2-i) u x}{1-2 x+(2-i) u x+(1-u) x^{2}}
$$

We now differentiate with respect to $u$ and then set $u=1$ to obtain

$$
\left.\frac{\partial F(x, u)}{\partial u}\right|_{u=1}=\underbrace{\prod_{i=1}^{k} \frac{1+(1-i) x}{1-i x}}_{1} \underbrace{\sum_{j=1}^{k} \frac{x^{2}(1-x)(j-1)}{(1-j x)(1+x-j x)}}_{2}
$$

The product labeled 1 simplifies to $1 /(1-k x)$. The sum labeled 2 is expressed in terms of partial fractions as

$$
\sum_{j=1}^{k} \frac{x^{2}(1-x)(j-1)}{(1-j x)(1+x-j x)}=(1-x)^{2} \sum_{j=1}^{k} \frac{1}{1-j x}-(1-x) \sum_{j=1}^{k} \frac{1}{1-(j-1) x}
$$

Thus

$$
\begin{aligned}
\left.\frac{\partial F(x, u)}{\partial u}\right|_{u=1} & =\frac{1}{1-k x}\left((1-x)^{2} \sum_{j=1}^{k} \frac{1}{1-j x}-(1-x) \sum_{j=1}^{k} \frac{1}{1-(j-1) x}\right) \\
& =\frac{1}{1-k x}\left(\left(\frac{1}{1-k x}-1\right)(1-x)+\left(x^{2}-x\right) \sum_{j=1}^{k} \frac{1}{1-j x}\right) \\
& =\frac{k x(1-x)}{(1-k x)^{2}}-\frac{x(1-x)}{1-k x} \sum_{j=1}^{k} \frac{1}{1-j x}
\end{aligned}
$$

Now

$$
\begin{aligned}
& {\left.\left[x^{n}\right] \frac{\partial F(x, u)}{\partial u}\right|_{u=1}} \\
& =n k^{n}-(n-1) k^{n-1}-\sum_{j=1}^{k-1} \frac{j^{n}-k^{n}}{j-k}-n k^{n-1}+\sum_{j=1}^{k-1} \frac{j^{n-1}-k^{n-1}}{j-k} \\
& \quad+k^{n-2}(n-1) \\
& =n k^{n-1}(k-1)-k^{n-2}(n-1)(k-1)+\sum_{j=1}^{k-1} \frac{j^{n-1}-k^{n-1}}{j-k}-\sum_{j=1}^{k-1} \frac{j^{n}-k^{n}}{j-k} \\
& =n k^{n-1}(k-1)-k^{n-2}(n-1)(k-1)-\left(k^{n}-k^{n-1}\right) H_{k-1}+\sum_{j=1}^{k-1} \frac{j^{n}-j^{n-1}}{k-j}
\end{aligned}
$$

This leads to our final result:
Theorem 6.2. The total number of frictionless pushes in words of size $n$ over an alphabet $[k]$ is

$$
n k^{n-1}(k-1)-k^{n-2}(n-1)(k-1)-\left(k^{n}-k^{n-1}\right) H_{k-1}+\sum_{j=1}^{k-1} \frac{j^{n}-j^{n-1}}{k-j}
$$

Hence, as $n \rightarrow \infty$, the asymptotic average number of frictionless pushes is

$$
\frac{(k-1)^{2} n}{k^{2}}-\frac{(1-k)\left(1-k H_{k-1}\right)}{k^{2}}+O\left(\left(\frac{k-1}{k}\right)^{n}\right)
$$
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