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CONSTRUCTION OF A 3-DIMENSIONAL MDS-CODE

ANGELA AGUGLIA AND LUCA GIUZZI

Dedicated to the centenary of the birth of Ferenc Kárteszi (1907–1989).

Abstract. In this paper, we describe a procedure for constructing q–
ary [N, 3, N−2]–MDS codes, of length N ≤ q+1 (for q odd) or N ≤ q+2
(for q even), using a set of non–degenerate Hermitian forms in PG(2, q2).

1. Introduction

The well–known Singleton bound states that the cardinality M of a code
of length N with minimum distance d over a q–ary alphabet always satisfies

(1.1) M ≤ qN−d+1;

see [8]. Codes attaining the bound are called maximum distance separable

codes, or MDS codes for short.
Interesting families of maximum distance separable codes arise from geo-

metric and combinatorial objects embedded in finite projective spaces. In
particular linear [N, k,N − k + 1]–MDS codes, with k ≥ 3, and N–arcs in
PG(k − 1, q) are equivalent objects; see [1].

A general method for constructing a q–ary code is to take N polynomials
f1, . . . , fN in n indeterminates, defined over GF(q), and consider the set C
given by

C = {(f1(x), . . . , fN (x)) | x ∈ W},

where W is a suitable subset of GF(q)n. In this paper, we deal with the case
|W| = qt and also assume that the evaluation function

Θ : W → C
x 7→ (f1(x), f2(x), . . . , fN (x))

is injective.
If C attains the Singleton bound then the restrictions of all the codewords

to any given t = N − d + 1 places must all be different, namely in any t
positions all possible vectors occur exactly once. This means that a necessary
condition for C to be MDS is that any t of the varieties V (fm) for m =
1, . . . , N meet in exactly one point in W. Here V (f) denotes the algebraic
variety associated to f .
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Applying the above procedure to a set of non–degenerate Hermitian forms
in PG(2, q2) we construct some q–ary [N, 3, N − 2]–MDS codes, of length
N ≤ q + 1 (for q odd) or N ≤ q + 2 (for q even). The codes thus obtained
can also be represented by sets of points in PG(3, q); this representation is
used in Section 4 in order to devise an algebraic decoding procedure, based
upon polynomial factorisation; see [10].

2. Preliminaries

Let A be a set containing q elements. For any integer N ≥ 1, the function
dH : AN ×AN 7→ N given by

dH(x,y) = |{i : xi 6= yi}|,

is a metric on AN . This function is called the Hamming distance on AN . A
q–ary (N,M, d)–code C over the alphabet A is just a collection of M elements
of AN such that any two of them are either the same or at Hamming distance
at least d; see [4, 6]. The elements of C are called codewords whereas the
integers d and N are respectively the minimum distance and the length of
C.

If A = GF (q) and C is a k–dimensional vector subspace of GF (q)N , then C
is said to be a linear [N, k, d]–code. Under several communication models,
it is assumed that a received word r should be decoded as the codeword
c ∈ C which is nearest to r according to the Hamming distance; this is
the so–called maximum likelihood decoding. Under these assumptions the
following theorem, see [4, 6], provides a basic bound on the guaranteed error
correction capability of a code.

Theorem 2.1. If C is a code of minimum distance d, then C can always

either detect up to d − 1 errors or correct e = b(d − 1)/2c errors.

Observe that the theorem does not state that it is not possible to decode
a word when more than e errors happened, but just that in this case the
correction may fail. Managing to recover from more than e errors for some
given received codewords is called “correcting beyond the bound”.

The weight of an element x ∈ GF (q)N is the number of non–zero compo-
nents xi of x. For a linear code the minimum distance d equals the minimum
weight of the non–zero codewords.

The parameters of a code are not independent; in general it is difficult to
determine the maximum number of words a code of prescribed length N and
minimum distance d may contain. For any arbitrary linear [N, k, d]–code,
condition (1.1) may be rewritten as

(2.1) d ≤ N − k + 1;

thus C is a linear MDS code if and only if equality holds in (2.1).
In Section 3 we shall make extensive use of some non–degenerate Hermit-

ian forms in PG(2, q2).
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Consider the projective space PG(d, q2) and let V be the underlying vec-
tor space of dimension d + 1. A sesquilinear Hermitian form is a map

h : V × V −→ GF (q2)

additive in both components and satisfying

h(kv, lw) = klqh(v,w)

for all v,w ∈ V and k, l ∈ GF (q2). The form is degenerate if and only if the
subspace {v | h(v,w) = 0 ∀w ∈ V }, the radical of h, is different from {0}.
Given a sesquilinear Hermitian form h, the associated Hermitian variety H
is the set of all points of PG(d, q2) such that {〈v〉 | 0 6= v ∈ V, h(v,v) = 0}.
The variety H is degenerate if h is degenerate; non–degenerate otherwise.
If h is a sesquilinear Hermitian form in PG(d, q2) then the map F : V −→
GF (q) defined by

F (v) = h(v,v),

is called the Hermitian form on V associated to h. The Hermitian form F is
non–degenerate if and only if h is non–degenerate. Complete introductions
to Hermitian forms over finite fields may be found in [2, 7].

3. Construction

Let S be a representative system for the cosets of the additive subgroup
T0 of GF(q2) given by

T0 = {y ∈ GF(q2) : T (y) = 0},

where
T : GF(q2) → GF(q)

y 7→ yq + y

is the trace function. Denote by Λ a subset of GF (q2) satisfying

(3.1)

(
α − β

γ − β

)q−1

6= 1

for any α, β, γ ∈ Λ. Choose a basis B = {1, ε} of GF (q2), regarded as a
2–dimensional vector space over GF (q); hence, it is possible to write each
element α ∈ GF (q2) in components α1, α2 ∈ GF(q) with respect to B. We
may thus identify the elements of GF (q2) with the points of AG(2, q), by
the bijection which maps (x, y) ∈ AG(2, q) to x + εy ∈ GF (q2). Condition
(3.1) corresponds to require that Λ, regarded as point–set in AG(2, q), is an
arc. Thus, setting N = |Λ|, we have

(3.2) N ≤

{
q + 1 for q odd,

q + 2 for q even;

see [5, Theorem 8.5].
Now, consider the non–degenerate Hermitian forms Fλ(X,Y,Z) on GF (q2)3

Fλ(X,Y,Z) = Xq+1 + Y qZ + Y Zq + λqXqZ + λXZq,
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as λ varies in Λ. Label the elements of Λ as λ1, . . . , λN and let Ω = GF (q2)×
S.

Theorem 3.1. The set

C = {(Fλ1
(x, y, 1),Fλ2

(x, y, 1), . . . ,FλN
(x, y, 1))|(x, y) ∈ Ω}

is a q-ary linear [N, 3, N − 2]–MDS code.

Proof. We first show that C consists of q3 tuples from GF (q). Let (x0, y0), (x1, y1) ∈
Ω and suppose that for any λ ∈ Λ,

Fλ(x0, y0, 1) = Fλ(x1, y1, 1).

Then,

(3.3) T (λ(x1 − x0)) = xq+1
0 − xq+1

1 + T(y0 − y1).

In particular,

(3.4) T (λ(x1 − x0)) = T (α(x1 − x0)) = T (γ(x1 − x0))

for any α, λ, γ ∈ Λ.
If it were x1 6= x0, then (3.4) would imply

(
α − β

γ − β

)q−1

= 1,

contradicting the assumption made on Λ. Therefore, x1 = x0 and from (3.3)
we get T (y0 − y1) = 0. Hence, y0 and y1 are in the same coset of T0; by
definition of S, it follows that y0 = y1, thus C has as many tuples as |Ω|.

We are now going to show that C is a vector subspace of GF(q)N . Take
(x0, y0), (x1, y1) ∈ Ω. For any λ ∈ Λ,

(3.5) Fλ(x0, y0, 1) + Fλ(x1, y1, 1) = Fλ(x2, y2, 1),

where x2 = x0 + x1 and y2 = y0 + y1 − xq
0x1 − xq

1x0. Likewise, for any
κ ∈ GF(q),

(3.6) κFλ(x0, y0, 1) = Fλ(x, y, 1),

where x = κx0 and y is a root of

y2 + y = (κ − κ2)xq+1
0 + κ(yq

0 + y0).

Therefore, C is a vector subspace of GF(q)N ; as it consists of q3 tuples, C is
indeed a 3–dimensional vector space.

Finally we prove that the minimum distance d of C is N − 2. Since C is
a vector subspace of GF(q)N , its minimum distance is N − z, where

z = max
c∈C,
c6=0

|{i : ci = 0}|.
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Furthermore, z ≥ 2 because of Singleton bound (2.1). In order to show that
z = 2 we study the following system

(3.7)





Fα(x, y, 1) = 0,

Fβ(x, y, 1) = 0,

Fγ(x, y, 1) = 0,

for α, β, γ distinct elements of Λ. Set U = xq+1+yq +y, V = xq and W = x;
then, (3.7) becomes

(3.8)





U + αqV + αW = 0,

U + βqV + βW = 0,

U + γqV + γW = 0.

Since
(

α−β
γ−β

)
6= 1, the only solution of (3.8) is U = V = W = 0, that is

x = 0 and y + yq = 0. In particular, there is just one solution to (3.7) in Ω,
that is x = (0, 0). This implies that a codeword which has at least three zero
components is the zero vector, hence z = 2 and thus the minimum distance
of C is N − 2. �

Example 3.2. When q is odd, a representative system S for the cosets of

T0 is given by the subfield GF(q) embedded in GF(q2). In this case it is

then extremely simple to construct the code. For q = 5, a computation using

GAP [3], shows that in order for Λ to satisfy property (3.1), we may take

Λ = {ε3, ε4, ε8, ε15, ε16, ε20}, where ε is a root of the polynomial X2 −X +2,
irreducible over GF (5). The corresponding Hermitian forms are

Xq+1 + Y qZ + yZq + ε15XqZ + ε3XZq,
Xq+1 + Y qZ + Y Zq + ε20XqZ + ε4XZq,
Xq+1 + Y qZ + Y Zq + ε16XqZ + ε8XZq,
Xq+1 + Y qZ + Y Zq + ε3XqZ + ε15XZq,
Xq+1 + Y qZ + Y Zq + ε8XqZ + ε16XZq,
Xq+1 + Y qZ + Y Zq + ε4XqZ + ε20XZq.

A generator matrix for the [6, 3, 4]–MDS code obtained applying Theorem

3.1 to these Hermitian forms is

G =




1 1 1 1 1 1
0 1 0 2 1 2
0 0 1 2 2 1




Remark 3.3. In PG(2, q2), take the line `∞ : Z = 0 as the line at infinity.
Then, in the affine plane AG(2, q2) = PG(2, q2) \ `∞, any two Hermitian
curves V (Fλ) have q2 affine points in common, q of which in Ω ⊂ AG(2, q2).
Likewise, the full intersection

⋂

λ∈Λ

V (Fλ)
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consists of the q affine points {(0, y) | yq + y = 0}, corresponding to just a
single point in Ω.

Remark 3.4. Denote by Ai the number of words in C of weight i. Since C is
an MDS code, we have

Ai =

(
N

i

)
(q − 1)

i−N+2∑

j=0

(−1)j

(
i − 1

j

)
qi−j−N+2;

see [9]. Thus,

AN−2 =
1

2
(N2 − N)(q − 1),

AN−1 = Nq2 − (N2 − N)q + N 2 − 2N,

AN = q3 − Nq2 +
1

2

(
(N2 − N)q − N 2 + 3N

)
.

4. Decoding

In this section it will be shown how the code C we constructed may be
decoded by geometric means.

Our approach is based upon two remarks:

(1) Any received word r = (r1, . . . , rN ) can be uniquely represented by
a set r̃ of N points of PG(3, q)

r̃ =
{(

λ1
i , λ

2
i , ri, 1

)
: λ = λ1

i + ελ2
i ∈ Λ

}
.

These points all lie on the cone Ψ of basis

Ξ =
{(

λ1
i , λ

2
i , 0, 1

)
: λ = λ1

i + ελ2
i ∈ Λ

}

and vertex Z∞ = (0, 0, 1, 0).
(2) For any a, b ∈ GF(q2), the function

φ(a,b)(x, y, z, t) =
(
aq+1 + T(b)

)
t + T((x + εy)a)

is a homogeneous linear form with domain GF(q)4.

Recall that the codeword c corresponding to a given (a, b) ∈ Ω is

c =
(
φ(a,b)(λ

1
1, λ

2
1, 0, 1), φ(a,b)(λ

1
2, λ

2
2, 0, 1), . . . , φ(a,b)(λ

1
N , λ2

N , 0, 1)
)
;

thus, c̃, the set containing the points (λ1
i , λ

2
i , ci, 1), is the full intersection of

the plane πa,b : z = φ(a,b)(x, y, z, t) with the cone Ψ.
It is clear that knowledge of the plane π(a,b) is enough to reconstruct

the codeword c. In the presence of errors, we are looking for the nearest
codeword c to a vector r; this is the same as to determine the plane π(a,b)

containing most of the points of r̃. In order to obtain such a plane, we
adopt the following approach. Assume ` to be a line of the plane π0,0 : z = 0
external to Ξ and denote by π∞ the plane at infinity of equation t = 0. For
any P ∈ `, let r̃P be the projection from P of the set r̃ on π∞. Write LP

r
for a

curve of π∞ of minimum degree containing r̃P . Observe that degLP
r
≤ q+1

and degLP
r = 1 if, and only if, all the points of r̃ lie on a same plane through
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P , that is r̃ corresponds to a codeword associated with that plane passing
through P .

We now can apply the following algorithm using, for example, [3].

(1) Take P ∈ `;
(2) Determine the projection rP and compute the curve LP

r
;

(3) Factor LP
r

into irreducible factors, say L1,L2, . . . ,Lv;
(4) Count the number of points in r̃P ∩ V (Li) for any factor Li of LP

r

with degLi = 1;
(5) If for some i we have ni > (N +1)/2, then return the plane spawned

by P and two points of Li; else, as long as not all the points of `
have been considered, return to point 1;

(6) If no curve with the required property has been found, return failure.

Remark 4.1. The condition on ni in point (5) checks if the plane contains
more than half of the points corresponding to the received word r; when this
is the case, a putative codeword c is constructed, with d(c, r) ≤ (N − 3)/2;
thus, when c ∈ C, then it is indeed the unique word of C at minimum distance
from r. However, the aforementioned algorithm may be altered in several
ways, in order to be able to try to correct errors beyond the bound; possible
approaches are:

(1) iterate the procedure for all the points on ` and return the planes
containing most of the points corresponding to the received vector;

(2) use some further properties of the cone Ψ; in particular, when Ξ is a
conic it seems possible to improve the decoding by considering also
the quadratic components of the curve LP

r
.

Remark 4.2. The choice of P on a line ` is due to the fact that any line of
π0,0 meets all the planes of PG(3, q). In general, we might have chosen ` to
be just a blocking set disjoint from Ξ. If q is odd and |Λ| = q + 1, then the
line ` is just an external line to a conic of π0,0.
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